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Abstract. We present a microscopic theory of ferroelectric phase transitions and off-centre
displacements in perovskites. We show that the inclusion of strong intraband electron–phonon
interaction (i.e. the existence of small polarons) into the framework of the interband theory of
displacive-like ferroelectrics leads to local spin-like structural distortions in the paraelectric phase.
Their interaction with the soft mode induces spin–spin coupling through the soft phonon leading
to a spin-ordering phase transition. The resulting theory is shown to quantitatively explain both
displacive-like and order–disorder-like features of two representative perovskites: KNbO3 and
PbTiO3.

1. Introduction

For a long time, in fact since the discovery of ferroelectricity in perovskites, perovskite
ferroelectrics (BaTiO3, PbTiO3, KNbO3) have been considered as exemplary displacive
ferroelectrics [1,2]. However, various experimental results were found to be not quite consistent
with pure displacive-type models. The existence of strong diffuse x-ray scattering [3–5] in the
cubic, tetragonal and orthorhombic phases suggested that the metal atoms are displaced along
[111]-type directions in all of these phases. Raman and differential Raman [6–8] experiments
on pure and mixed crystals showed that the Raman selection rules are violated in the cubic
phase, suggesting the existence of disordered local distortions in the paraelectric phase. IR [9],
Raman [10] and neutron scattering [11] measurements showed that the soft-mode frequency
does not vanish asT approachesTC , but saturates at a finite value. Finally, the existence
and temperature dependence of the central peak inpureoxygen perovskite crystals [12,13] is
easily understood in order–disorder-type transitions, but is not expected in pure displacive-like
transitions.

The temperature dependence of the local distortions in the cubic phase has been directly
measured by x-ray absorption fine-structure (XAFS) experiments on various pure and mixed
perovskites [14–18]. The experiments showed that in KNbO3 the Nb ions are indeed displaced
in [111]-type directions, whereas in PbTiO3 the Ti and Pb are displaced in [100]-type directions
even at temperatures which are hundreds of degrees aboveTC . The local distortions are large—
more than 40% of the displacements atT = 0 K. Furthermore, XAFS studies provided the
position pair distribution function between the probe and its nearest neighbours. In all cases
the function was found to be double peaked even far aboveTC , with a minimum at a distance
that corresponds to the ideal cubic structure. It is important to note that XAFS showed that, in
contrast to these materials, Ta and Ti in the incipient ferroelectrics KTaO3 [17] and SrTiO3 [19]
are not displaced.
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On the other hand, a number of the fundamental characteristics of the ferroelectric
perovskites may be understood only in the framework of pure displacive-like phase transitions.
For all perovskites the static permittivityε(T ) satisfies a Curie–Weiss law with a Curie–Weiss
constantC = (1–3) × 105 K, which is typical of displacive-type transitions only. In order–
disorder-type transitions this constant is always more than two orders of magnitude smaller.
For all oxygen perovskites one observes the existence of a soft mode aboveTC . In contrast,
in an order–disorder transition there is no soft mode in the paraelectric phase if tunnelling is
neglected. In all high-temperature ferroelectric perovskites the transition from the paraelectric
to the ferroelectric phase is always first order withTP − TC and of the order of 10–60 K,
typical for displacive-type transitions. In order–disorder-type transitions the difference is
usually under 1 K.

In conclusion, the experimental results show that perovskite ferroelectrics display both
displacive and order–disorder-like properties. The existence of local distortions seems to be
a very general property. Large local distortions in the cubic phase were observed not only in
perovskites undergoing ferroelectric transitions but also in perovskites undergoing antiferro-
electric [20] and antiferrodistortive [21] transitions.

Most of the theoretical work on ferroelectric phase transitions in perovskites assumes that
the transition is purely displacive. The models are either ‘pure’ phonon ones [2, 22–24], or
models based on the interband electron–phonon interaction [25–28]. These models treat the
origin and temperature dependence of the critical vibration both below and aboveTC , but
ignore the existence of the local lattice distortions in the high-symmetry phase and their effect
on the phase transition. Consequently, they do not account for many of the experimental results
mentioned above. The possibility of local distortions in the cubic phase has been discussed
only in a number of papers based on molecular orbital calculations for an MO6 octahedron
(where M is a metal ion) [29] and in computer simulations of one- or two-dimensional non-
linear models [30,31]. However, these works do not discuss any causal relationship between
the local distortions, the soft mode and the phase transition.

During the last ten years various properties associated with the structural phase transition
of perovskite crystals were calculated using first-principles calculation methods [32–36].
However, by their very nature, these methods do not provide analytical relations among
the various parameters and phenomena involved in these structural phase transitions. Such
relations are important if one is to gain a physical insight into the problem.

In a recent paper [37] we discussed a phenomenological model of phase transitions in
perovskites which is based on the following assumptions:

(a) The metal ions undergo spontaneous off-centre displacements (the pseudospin subsystem).
(b) The system has a soft mode, which could lead to a purely displacive phase transition.
(c) The off-centre displacements and the soft mode interact with each other.

Within the framework of this model, a non-trivial phase transition of the order–disorder
type takes place in the system: the spin–spin interaction is mediated by the soft mode, leading
to spin ordering and phase transition.

We have shown that this model accounts quantitatively for the large Curie–Weiss constant,
the temperature dependence of the soft mode, the difference between the transition temperature
and the temperature at which the square of the soft mode extrapolates to zero, the temperature
dependence of the height and width of the central peak and the temperature and frequency
dependence of the imaginary part of the dielectric constant. The comparison was made for
two materials with quite different properties, KNbO3 and PbTiO3.

In this work, we propose a micro-theory of ferroelectric phase transitions which explains
the origin of the off-centre displacements, the soft mode and their coupling in terms of two
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types of strong electron–phonon interaction.
We extend the interband theory of ferroelectricity [25–28] by including, in addition to

the conventional strong interband electron–transverse optical phonon interaction that leads
to the existence of a soft mode, a strong intraband electron–longitudinal optical phonon
interaction. We know that this interaction is strong because ferroelectric perovskites have
polaronic mobilities [38–41]. We show that this additional interaction leads to the existence
of spontaneous local structural distortions in the paraelectric phase and allows us to calculate
in a fully coherent way the temperature dependence of the soft mode, the size of the local
distortions and the coupling between them. We show that the calculated values are in
good agreement with the parameters found in our previous work and therefore quantitatively
explain both the displacive-like and order–disorder-like properties observed experimentally in
these systems. Furthermore, this theory explains why crystals that have polaronic mobility
(BaTiO3 [38, 39], PbTiO3 [40], KNbO3 [40, 41]) have off-centre displacements, whereas the
incipient ferroelectrics (SrTiO3 and KTaO3) that have ordinary band mobility [42,43] have no
off-centre displacements.

2. The system Hamiltonian, instability and soft mode in a strong-coupling system

We consider a system with a HamiltonianH , which includes a two-band electron Hamiltonian
He, a free-phonon-field HamiltonianHph and an electron–phonon interaction Hamiltonian
He−ph:

H = He +Hph +He−ph. (1)

In the presence of strong intraband electron–phonon coupling and narrow electronic bands, the
polarization of the lattice by the electrons (polaron effect) becomes important and the single-
electron band states (electronic momentum orp-representation) do not constitute a good initial
system of functions [44]. Therefore we represent the electronic part of the Hamiltonian in a
more convenient site representation:

He =
∑
m,α

εαma
+
αmaαm +

∑
m,m′,α

Jαα(m−m′)a+
αmaαm′ (2)

whereα takes the values 1 and 2 for the conduction band and valence band respectively,m

labels the site (the corresponding lattice vector), the summation overm is the summation over
all unit cells,Jαα(m−m′) denotes the bare overlap integral anda+

αm (aαm) is the (m, α)-site
creation (annihilation) electron operator.

The initial overlap integral between the nearest neighboursJαα is assumed to be small,
i.e. Jαα/Epα < 1, whereEpα is the polaron level shift (see below). In addition, we assume
thatEpα/Eg < 1, where the band gapEg = ε1 − ε2. In this case [44] the polaron effect does
not lead to an entanglement of the initial single-electron states.

As a rule, the strongest intraband electron–phonon interaction in ionic crystals is the
interaction with longitudinal polar vibrations, whereas the soft mode is due to interband
interaction with the transverse polar optical vibration. We therefore include in the free-phonon
Hamiltonian two terms:

Hph =
∑
q

ωqlb
+
qlbql +

∑
q

ωqt b
+
qt bqt (3)

where subscriptsl andt label the longitudinal and transverse branch respectively,ωq represents
the phonon frequency andb+

q (bq) are the phonon creation (annihilation) operators with wave
vectorq.
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Finally, the electron–phonon interaction Hamiltonian consists of strong intraband and
interband Fr̈ohlich (linear in the displacements) terms:

He−ph = Hl
e−ph +Ht

e−ph (4)

Hl
e−ph =

1√
2N

∑
q,m,α

ωql [γ
∗
qα exp(−iq ·m)b+

ql + γqα exp(iq ·m)bql ]a+
αmaαm (5)

Ht
e−ph =

1√
N

∑
q,m,α,β,α 6=β

0αβ(q)

√
ωqt

2
exp(iq ·m)[bqt + b+

−qt ]a
+
αmaβm (6)

whereγqα and0αβ(q) are the corresponding electron–phonon coupling constants andN is the
number of states in the band. This Hamiltonian differs from the usual interband ferroelectricity
Hamiltonian [27] in that it contains, in addition, the intraband electron–phonon interaction. We
assume that this interaction is strong, which is mathematically equivalent to the inequality [45]

γ α ≡
1

2N

∑
q

|γqα|2� 1. (7)

The coupling constant0αβ ∼ dαβ , wheredαβ is the direct allowed interband dipole matrix
element. It depends, only weakly, on the wave vectors [27] and is assumed to be a constant:
0αβ(q) = 0αβ = 0βα ≡ 0 = constant.

The strong intraband electron–phonon coupling cannot be treated by perturbation. We
therefore use the following Lang–Firsov canonical transformation [44,45]:

H̃ = exp(−S)H exp(S) ≡ H̃e + H̃ph + H̃ l
e−ph + H̃ t

e−ph (8)

S =
∑
m,α

Sαma
+
αmaαm (9)

Sαm = 1√
2N

∑
q

[b+
qlγ
∗
qα exp(−iq ·m)−bqlγqα exp(iq ·m)] (10)

which allows us to include the principal part of the intraband interaction equation (5) in the
zeroth-order Hamiltonian and to diagonalize it exactly. We define a set of new electron and
phonon operators as follows:

a+
αm = ã+

αm exp

[
− 1√

2N

∑
q

(b+
−qlγ

∗
−qα − bqlγqα)eiq·m

]
(11)

b+
ql = b̃+

ql −
1√
2N

∑
m,α

a+
αmaαmγqα exp(iq ·m). (12)

In terms of these operators, after some transformations we have

H̃e =
∑
α,m

(εα − Epα)̃a+
αmãαm +

∑
α,m,m′

Jαα(m−m′)〈Fαα(m−m′〉̃a+
αmãαm′

− 1

2N

∑
m 6=m′,α,α′

(γ ∗qαγqα′)e
iq·(m−m′)ã+

αmãαmã
+
α′m′ ãα′m′ (13)

H̃ph =
∑
q

ωql b̃
+
ql b̃ql +

∑
q

ωqt b
+
qt bqt (14)

H̃ t
e−ph =

∑
m,q,α 6=β

0αβ(q)

√
ωqt

2N
Fαβ(m)e

iq·m(bqt + b−qt )̃a+
αmãβm (15)

where

Epα = 1

2N

∑
q

ωql|γqα|2 (16)
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is the polaron level shift andFαα(m,m′) andFαβ(m) are the multiphonon operators:

Fαα(m,m
′) = exp

{
1√
2N

∑
q

[b+
qlγ
∗
qα(e

−iq·m − e−iq·m′)− bqlγqα(eiq·m − eiq·m′)]

}
(17)

Fαβ(m)
∣∣∣
(α 6=β)

= exp

{
1√
2N

∑
q

[b+
ql(γ

∗
qα − γ ∗qβ)e−iq·m − bql(γqα − γqβ)eiq·m]

}
. (18)

In the usual treatment of small polarons [45], the operatorFαα(m,m
′)describes processes

of multiphonon absorption and emission. These processes are related to the local dynamical
deformation of the lattice, as the electron moves (jumps) from site to site. Here the electronic
transitions are between identical states (α) at different sites(m 6=m′). The operatorFαβ(m)
is absent in the ordinary small-polaron theory and appears only if the interband interaction is
taken into account. LikeFαα(m,m′), the operatorFαβ(m) describes multiphonon processes
associated with the local deformation of the lattice due to a jump of the electron from state to
state (α 6= β) on the same site.

In thep-representation the first two terms of̃He may be written in the form

H̃0 =
∑
α,p

ε̃α(p)̃a
+
αpãαp (19)

where

ε̃α(p) = εα − Epα +
∑
m,m′

Jαα(m−m′)〈Fαα〉eip·(m−m′) (20)

is the narrow polaron band and the average ofFαα(m,m
′) is given by [45]

〈Fαα(m−m′)〉 = exp

{
− 1

2N

∑
q

|γqα|2[1− cosq · (m−m′)] coth
ωql

2T

}
� 1. (21)

The last term in equation (13) describes the direct residual interaction between two
electrons at different sites (m 6= m′). In the cases of polaronic superconductors [46] and
in the polaronic theory of metal–insulator transition [47] this interaction is crucial. However,
in our problem, it is inessential and may be left out. The residual intraband polaron–phonon
interactionH̃ l

e−ph becomes proportional to the small overlap integralJαα(m−m′) and may be
taken into account by perturbation theory. This interaction plays the principal role in the theory
of kinetic effects in polaron semiconductors and in the theory of polaron superconductivity (side
by side with the direct polaron–polaron interaction). In our case the corrections associated with
it are smaller by a factor of(Jαα/Eg)2� 1 relative to the background of interband interaction
H̃ t
e−ph and may therefore be left out too.

Thus, taking into account the strong intraband electron–phonon interaction leads, in our
problem, to changes in the atomic equilibrium positions (see equation (12)), to the strong
narrowing of the electron (polaron) bands (see equation (20)) and to the renormalization
of the interband interaction—that is, to the appearance of the operatorFαβ(m) in H̃ t

e−ph
(equation (15)). Finally, the transformed Hamiltonian may be written in the following form:

H̃ = H̃0 + H̃ph + H̃ t
e−ph. (22)

We now consider the origin of the dynamical lattice instability associated with sufficiently
strong interband interactioñHt

e−ph. In the following we use the temperature diagram tech-
nique [48] and express the operators in the Matsubara representation.

The renormalized phonon spectrum defined by the Hamiltonian, equation (22), is given
by the poles of the full phonon Green’s functionD(q, ωn). In general it satisfies Dyson’s
equation

D(q, ωn) = D0(q, ωn) +D05D. (23)
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If all perturbing operators satisfy Wick’s theorem and to all orders of perturbation there are
both irreducible and reducible diagrams, the equation is soluble. HereD0(q, ωn) is the zeroth
(free) Green’s function which corresponds to the free-phonon HamiltonianH̃ph and5 is the
total polarization operator of the system.

If γqα is small or zero (γ α � 1, Fαβ(m, τ ) = 1), 5 can be evaluated as in the usual
interband theory of ferroelectricity [27,28], leading to the existence of the soft mode.

In the present case (γ α � 1) the situation is quite different. To all orders of perturbation
the diagrams contain averages of electronic, phononic andFαβ(m, τ ) operators. Since the
different types of operator commute with each other, the averages can be calculated separately
for operators of different types. Due to Wick’s theorem, the averages of the electron and
phonon operators can be related to the electronic and phononic Green’s functions respectively.
However, forFαβ(m, τ ) operators Wick’s theorem does not hold, leading to the irreducibility
of all diagrams to all orders of perturbation for the phonon and electron Green’s functions.
Therefore Dyson’s equation is not soluble directly. However, using the considerable difference
between the actual values of the internal electronic, phononic and multiphonon correlator
frequencies (for more details see the appendix), the polarization operator5 can be calculated
and, from it, the soft-mode frequency:

�2
q→0,t = ω2

q→0,t

[
1̃0 +

3

2

ω

2E
coth

(
ω

2T

)]
(24)

whereω is the average of the soft-mode phonon branch energy,

1

E
≡ 1

N

∑
p

1

ε̃1(p)−̃ε2(p)
(25)

and

1̃0 ≡
[

1− 402

E
−
(
Ep

E

)2
]
. (26)

In deriving equation (24) we have assumed, as usual [25–27], that|1̃0| � 1. This is the
threshold inequality that binds the coupling constant0αβ from below. If 1̃0 < 0, the system
may undergo a displacive-like phase transition atT = T̃0, such that�q=0t (T̃0) = 0. Close
to T̃0 (for T̃0 > ω),

�2
0t = ω2

0t |1̃0|[(T − T̃0)/T̃0] = A(T − T̃0) (27)

A = 3

2

(
ω2

0t

2E

)(
ω2

0t

ω2

)
T̃0 = 2

3

(
ω

ω0t

)2

|1̃0|E. (28)

So, at first sight, the presence of the strong intraband interaction does not change qual-
itatively the dynamics of the phase transition: we have, as usual, a soft mode, equation (27),
that leads to a displacive-like phase transition atT = T̃0.

However, so far we have investigated only the effect of the strong intraband electron–
phonon coupling on the electron subsystem: that is, we replaced the electrons by polarons, the
interband electron–transverse phonon interaction by a polaron–transverse phonon interaction
and introducedFαβ(m) in the expression for̃Ht

e−ph (equation (15)). We shall now investigate
the change in the phonon subsystem, which also results from this interaction. As shown
below, the phonon reconstruction, in the presence of interband interactions, leads to off-centre
displacements of the active ions, which qualitatively change the phase transition picture.
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3. Off-centre displacements and the ferroelectric phase transition

In general the displacement operator of thej th ion in themth unit cell is given by

rjm = 1√
N

∑
q,s

√
1

2M∗ωqs
[ejqs exp(iq ·m)bqs + ej∗qs exp(−iq ·m)b+

qs ] (29)

wheres is the branch number,M∗ is the reduced unit-cell mass andejqs is the polarization
unit vector of the corresponding mode. Thes = l phonon branch has changed due to the
strong intraband electron–phonon interaction and is given by equation (12). Substituting it in
equation (29) we obtain in the homopolar approximation a new displacement operator

Rjm =
∑
q,s

√
1

2M∗ωqsN
ejqs exp(iq ·m)[bqs + b+

−qs ] + bjm (30)

bjm = 1

N

∑
q

√
2

M∗ωql
e
j

ql exp(iq ·m)γ ∗q12

×
∑
m′

exp(−iq ·m′)̃a+
1m′ ã1m′ γqαβ ≡ (γqα − γqβ). (31)

The first term in equation (30) contains only phonon operators, representing the usual vibrations
about a new position. The second termbjm contains only electronic operators and represents
a spontaneous local off-centre displacement, which is proportional to the intraband electron–
phonon interaction constant.

Due to symmetry, the average of the vectorbjm is zero in the cubic phase. However, the
average of|bjm|2 is not zero and is given by

|bjm|2 = 1

N

∑
q

2ωql
M∗ω2

ql

|ejqs |2|γq12|2
(
Ne

N

)
(32)

whereNe/N is the electron density. Notice that|bjm|2 is independent ofm and is set to
|bjm|2 ≡ |bj |2.

The electron density can be expressed [48] in terms of the electron Green’s function
Gαα(p, εn):

Ne/N = (T /N)
∑
p,εn

, G11(p, εn) (33)

which, in view of the interband electron–phonon Hamiltonian, equation (15), may be written
in the form

Gαα(p, εn) = G(0)
αα(p, εn) +

T 2

N

∑
q,ωn,νn

G(0)
αα(p, εn)0αβ8αβ(νn)D(q, ωn)

× Gββ(p− q, εn − ωn − νn)0βαGαα(p, εn) (34)

where

G(0)
αα(p, εn) = [iεn − ε̃α(p)]−1 (35)

is the free-electron Green’s function.
After some transformations we get

Ne/N = 2
∑
p,q

02
ω2
qt

2ω̃qt
coth

ω̃qt

2T
[(̃ε1(p)− ε̃2(p− q)]−2 ' ω2

0t

2ωE
coth

(
ω

2T

)
. (36)
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Notice that due to the large band gap, the contribution of the first term in equation (34)
to Ne/N is exponentially small(Ne/N ' exp(−Eg/T )). The fact thatNe/N is not zero
is entirely due to the second term, which represents the excitation of electrons by the strong
interband electron–phonon coupling̃Ht

e−ph.For non-ferroelectric crystals, where 402/E � 1,

this term may be negligible too. However, in our case, the threshold inequality 402/E > 1
(equation (26)), which leads to a displacive phase transition in the system, leads, at the same
time, to the finite electron density, equation (36), and, in the presence of the strong intraband
electron–phonon coupling, to the spontaneous local distortions, equation (32). Notice that
ω̃qt is the soft-mode frequency renormalized by the spontaneous off-centre displacements (see
equation (39)). However, the correction that it introduces toNe/N is small and therefore
negligible.

Substituting equation (36) in equation (32) we finally obtain (for simplicity,γ 1 � γ 2,
Ep ≡ Ep1)

|b/a0|2 ' (Ep/Eal) ω
2
0t

2ωE
coth

(
ω

2T

)
(37)

whereb is the magnitude of the spontaneous local off-centre displacement,a0 is the lattice
parameter andEal ≡ M∗ω2

l a
2
0/2. In section 4 we compare this calculated displacement with

the displacement measured using XAFS and show that the two are in quantitative agreement.
We now want to obtain the phase transition and other properties related to it. The physical

picture emerging from the above calculations is that the active ions are displaced to off-centre
positions. The displacements in different cells are in different directions, and their average
is zero. The ions vibrate around these new off-centre positions and the vibrations have both
transverse and longitudinal branches. Equation (14) shows that these vibrations around the
new positions have the same frequencies as those of the undisplaced ions—that is, they are
subject to the same harmonic potential. However, due to the fact that the energy is non-linear
in the displacements, we have ordinary phonon terms, spin-like terms corresponding to the
off-centre displacements and interactions between them. We can now express this picture in a
formal way.

We first express̃H in terms of the displacement operatorsRjm given in equation (30),
approximating the off-centre displacement term by a spin operatorbjσ

z
m, whereσ zm is the Pauli

matrix. In principle, the number of symmetry-equivalent off-centre positions in perovskites
can be six, eight or twelve (for [100]-, [111]- and [110]-type displacements respectively) with
the ions tunnelling or hopping among them. Using the spin operator introduces an error in the
quantitative results but does not change them qualitatively. Moreover, since the ratio of the
displacement to the unit-cell dimension is small,(b/a0)

2 � 1, the quantitative error is rather
small [49]. Thus the approximate displacement operator is now

Rjm = bjσ zm +
∑
q,s

√
1

2M∗ωqsN
ejqs exp(iq ·m)[bqs + b+

−qs ]. (38)

SubstitutingRjm in the HamiltonianH̃ we obtain the effective Hamiltonian̂H , which
describes three interacting subsystems: electrons, (transverse polar optical) phonons and spins.
As before, the strong interband electron–phonon coupling leads to transverse optical mode
softening. This in turn causes the spin–phonon interaction to be large, introducing a strong
indirect spin–spin interaction. It turns out that this interaction is much larger than the direct
spin–spin interaction. In addition, at high temperatures, close to the transition temperature,
the tunnelling frequency is negligible compared to the hopping frequency.

We shall determine the system’s normal vibration spectrum in two stages. First, we shall
find the full phonon and spin Green’s functionsD(k, ωn) andS(k, σn), using the Hamiltonian
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Ĥ−Ht
σ−ph only. Then, usingD(k,ωn) andS(k,σn) as the ‘free’ Green’s functions, we evaluate

the entire-system Green’s functions, including the spin–phonon interaction termHt
σ−ph. In

fact, this procedure corresponds to the replacement of the free Green’s functions by the full
(exact) ones in the inside lines of the skeleton diagrams [48].

The electron–phonon and spin–electron interactions of the HamiltonianĤ contain the
operatorFαβ(m, τ ). Thus, as shown in the previous section, Dyson’s equation cannot be used
directly. Instead, it is necessary to carry out the frequency summation with respect to allνn
(see the appendix) and only then may one introduce the effective polarization operators5D

and5σ for the phonons and spins respectively.
After some transformations we obtain the soft-mode frequency (accurate to the second

power ofb/a0):

ω̃2
0t = ω2

0t

[
1− 402

E
−
(
Ep

E

)2

+
3

2

ω

2E
coth

(
ω

2T

)
+

3

2

(
Ea

E

)(
b

a0

)2]
. (39)

Notice that this equation is equal to equation (27) except for the last term which adds a negligible
amount tõT0 (Ea ≡ M∗ω2

qt a
2
0).

In the absence of the spin–phonon interaction, the frequencyω̃qt is the normal excitation
frequency of the system. In the presence of this interaction, one may present the Hamiltonian
Ĥ in the form

Ĥ = H̃e +H ≡ H̃e +
∑
q

√
M∗ω2

qt a
2
0

(
b

a0

)√
ωqt

2N
(bqt + b+

−qt )σ
z
−q +

∑
q

ω̃qt b
+
qt bqt . (40)

The first term inĤ (the pure electronic term̃He) does not play any further role in the phase
transition properties and may be omitted in the rest of this paper. The HamiltonianH is equal
to the initial Hamiltonian of the reference [37]. This Hamiltonian can be diagonalized by the
shift transformation

b̂qt = bqt +
√
M∗ω2

qt a
2
0

(
b

a0

)
σ z−q
ω̃qt

(41)

andH takes the form of two non-interacting subsystems:

H = −
∑
q

(M∗ω2
qt a

2
0)(b/a0)

2

ω̃2
qt

σ zqσ
z
−q +

∑
q

ω̃qt b̂
+
qt b̂qt (42)

i.e. it is an Ising-type spin Hamiltonian, but with a strongly temperature-dependent spin–spin
coupling constant and the Hamiltonian of the non-interacting soft-mode branch. It is obvious
that the phase transition is due to the spin subsystem only. WhenT → T̃0 the spin–spin
coupling constant tends to infinity. Thus, there must be a temperatureTC > T̃0 at which the
system undergoes an Ising-like phase transition.

The transition temperature is determined by the coupling constant and obeys the following
equation:

TC =
(M∗ω2

qt a
2
0)(b/a0)

2

ω̃2
qt (TC)

∣∣∣∣
q=0

= T̃0

2
+

√
T̃ 2

0 + 4ω2
0t (Ea/A)(b/a0)2

2
. (43)

Thus the system has a soft mode typical of a displacive-type phase transition, but experiences
an order–disorder-like phase transition. The soft mode plays an unusual role as the interaction
carrier: an spin–spin interaction due to the soft mode determines the spin ordering and the
phase transition.
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The Hamiltonian in equation (40) is equal to the Hamiltonian in equation (10) of reference
[37] except that we now have explicit expressions for the local displacements and the spin–
phonon coupling terms. Using this Hamiltonian, we have calculated the temperature- and
frequency-dependent dielectric function [37]:

ε(T , ω) = e∗2

M∗Vcε0

(iω + ν) + 2(ω̃2
0t − ω2 + 2iω0D)(νM∗b2/kbT ) + 4νb|f0|

√
M∗/kbT

(iω + ν)(ω̃2
0t − ω2 + 2iω0D)− να0/T

.

(44)

Heree∗ andM∗ are the effective charge and mass of the critical vibrational mode respectively,
Vc is the cell volume,̃ω0t is the soft-mode frequency. The spin–phonon coupling is given by

α0 = 2|f0|2 = ω2
0tEa(b/a0)

2. (45)

The relaxation rateν is loosely related to the rates of hopping among equivalent off-centre
positions and its temperature dependence is given by

ν = ν0e−u/T (46)

whereu is the effective potential barrier andν0 is the attempt rate. Finally,0D is the soft-mode
damping constant resulting from third- and fourth-order anharmonicities.

The ferroelectric phase transition takes place when the zero-frequency dielectric constant
ε(TC, ω = 0) has a pole:

TC = T̃0

2
+

√
T̃0

2 + 4α0/A

2
. (47)

This expression is equal to the one in equation (43).
The zero-frequency dielectric constant obeys the Curie–Weiss law

ε(T , ω = 0) = C

T − TC (48)

with a Curie–Weiss constant

C = e∗2

M∗Vcε0A

1 + 2̃ω2
0tM

∗b2/T

1 + |T ∗|/T ≡ C0

(
1 + 2̃ω2

0tM
∗b2/T

1 + |T ∗|/T
)

(49)

where

C0 = e∗2

M∗Vcε0A
(50)

is the Curie–Weiss constant of a purely displacive ferroelectric [2] and|T ∗| = TC − T̃0. It is
easily seen thatC andC0 are equal to within a factor of order 1.

Equation (44) also predicts the existence of a central peak in a pure perovskite ferroelectric.
In the frequency region whereω � ω0t , the imaginary part of the dielectric constant can be
expressed as follows:

εi = ωSν̃

ω2 + ν̃2
. (51)

This expression has the form of a central peak—that is, a relaxor with a relaxation rateν̃ and
intensityS, given by

ν̃ = ν (T − TC)(T + |T ∗|)
(T − T̃0)T

S = C(TCT
∗ + ζ ω̃2

0t (T − T̃0)

(T + T ∗)(T − TC)(T − T̃0)
(52)

andζ = 2M∗b2. AsT → TC from above, the relaxation rateν̃ → 0 and the intensityS →∞.
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4. Comparison with experiment

In the previous section we have obtained explicit expressions for the soft-mode frequency
characterized by two parameters:̃T0, the temperature at which the soft-mode frequency
extrapolates to zero; andA, the soft-mode frequency squared proportionality constant. We
also obtained the average of the local displacement squaredb2 and the spin–phonon coupling
coefficientα0. These results then provide the microscopic basis for the model presented in
reference [37].

To check the theoretical results, we have compared the theoretical and experimental values
of three important parameters: the off-centre displacementb, the transition temperatureTC and
the Curie–Weiss constantC, for two materials, KNbO3 and PbTiO3. Both materials undergo
ferroelectric transitions, but they have quite different properties. For example, in KNbO3, the
soft mode extrapolates to zero at about 100 K [9], i.e. far belowTC . In contrast, in PbTiO3 the
soft-mode extrapolates to zero at 713 K, i.e. only a few tens of degrees belowTC [11]. These
three parameters are expressed in terms of six experimentally measured parameters:ω0t andω0l

are the average bare transverse and longitudinal phonon frequencies; they are estimated from
the phonon dispersion relations excluding the zone-centre region [51] (ω0t = 4.4× 1013 s−1,
ω0l = 5.3×1013 s−1 andω0t = 2.75×1013 s−1,ω0l = 5.3×1013 s−1 for KNbO3 and PbTiO3

respectively). The average gapE is estimated from the electronic band structure [52, 53]
(E ≈ 4 eV); the polaron shiftEp is taken from optical and kinetic measurements [40, 41]
(Ep = 0.3 eV and 0.5 eV for KNbO3 and PbTiO3 respectively). Notice that these experiments
are not directly related to the ferroelectric transition in these crystals. The values of02 and
ω are calculated from the experimental values ofA andT̃0 [9] (02 = 1.04 eV and 1.27 eV,
ω = 1.31×1013 s−1 and 0.8×1013 s−1 for KNbO3 and PbTiO3 respectively). Using the values
of these parameters, we have calculatedb,TC andC and compared them with their experimental
values in table 1. The off-centre displacementb was obtained from an XAFS experiment
andTC andC were obtained from dielectric measurements. Both of these experiments are
independent of the experiments that provided us with the six parameters listed above. Notice
that in spite of the fact that the theory takes into account only two essential interactions, the
interband and intraband electron–phonon interactions, and ignores the fine details peculiar to
each material, the theoretical results are quite consistent with experiment. Using these values
we get excellent agreement between the theory, as given by equations (44)–(52), and the results
of various experiments.

Table 1. Calculated parameters for KNbO3 and PbTiO3.

Parameter Units KNbO3, experiment KNbO3, theory PbTiO3, experiment PbTiO3, theory

b Å 0.23 0.2 0.3 0.27

Tc K 650 690 760 845

C 105 K 2.8 1.74 0.85 1.34

Two examples are shown in figures 1 and figure 2. In figure 1 we show the temperature
dependence of the intensity and width of the central peak in PbTiO3 [54] as compared to the
values given in equations (51) and (52). In these fits the hopping rate atTC isν(TC) = 6.3 cm−1.
In figure 2 we show the imaginary part of the dielectric function of KNbO3 as measured by
hyper-Raman experiments [55]. The effective hopping barrieru = 1150 K was taken from [56].
In these fits0D > 70 cm−1, ν(TC) = 30 cm−1.
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Figure 1. The integrated intensity and width of the central peak as functions of temperature. Dots:
experimental results; solid curve: theoretical fit.Tp andTc are the first-order and extrapolated
second-order phase transition temperatures, respectively.
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Figure 2. The imaginary part of the dielectric constant as a function of frequency for a number of
temperatures. Dots: experimental results; solid curve: theoretical fit.

5. Summary and conclusions

We have presented here a self-consistent microscopic model for the ferroelectric-to-paraelectric
phase transitions observed in oxygen perovskite materials. The microscopic model is based
on two strong interactions: an interband electron–transverse phonon interaction that has been
introduced in the past and an intraband electron–longitudinal phonon interaction introduced
here for the first time. The interband electron–phonon coupling is responsible for the softening
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of the lowest TO transverse phonon and the virtual excitation of electrons into the conduction
band. The intraband electron–phonon interaction has only a small effect on the soft mode
but it has an important effect on the virtual electrons—namely, it converts them into virtual
polarons. The experimentally observed local distortions are in fact the spatial manifestation of
these virtual polarons. Using modern solid-state theoretical methods, we have derived explicit
analytical expressions for the soft mode and the spontaneous local distortions. Furthermore,
since the Hamiltonian contains both interactions together, we are able to also calculate the
interaction between the soft mode and the local distortions in terms of the electron–phonon
interaction constants. Further analysis of the results showed that the off-centre displacements at
different sites are coupled to each other through the soft mode and lead to the ferroelectric phase
transition which is neither an ordinary displacive nor an ordinary order–disorder transition,
and this finding explains in a quantitative way both the displacive-like and the order–disorder-
like features of these systems. Specifically, we have provided explicit expressions for the
temperature and frequency dependence of the dielectric constant and the soft mode. The
results show, in agreement with experiment: that the phase transition temperature is higher and
at times much higher than the temperature at which the soft mode extrapolates to zero; that the
Curie–Weiss constant, in agreement with experiment, is typical of displacive-type systems in
spite of the order–disorder-like features; that the off-centre displacements and their interaction
with the soft mode lead naturally to a central peak and provide the temperature dependence
of its intensity and width; and, finally, that the existence of off-centre displacements in some
materials (for example KNbO3 and PbTiO3) and not in other oxygen perovskites (SrTiO3 and
KTaO3) is strongly related to the fact that the former display polaronic mobilities while the
latter do not.

To check our theoretical results we have compared the theoretical and experimental values
of three important parameters: the ferroelectric–paraelectric transition temperature; the Curie–
Weiss constant; and the size of the local off-centre displacements. The theoretical values were
calculated using the values of a number of experimentally measured parameters. The two sets
of experiments—those used to determine the first three parameters and those used to determine
the other parameters—are completely independent of each other. None of the parameters were
adjustable. The results show that the experimental and theoretical values of all three parameters
are in good quantitative agreement.

In conclusion, we believe that the model presented here explains in a coherent quantitative
way all of the main experimental facts related to the ferroelectric–paraelectric phase transition
in perovskite crystals and can serve as a basis for the investigation of other structural phase
transitions in the perovskite and other crystal families.

Acknowledgments

We are grateful to Professor Edward A Stern, Professor M I Klinger, Professor Boris Laihtman
and Professor Leonid Shvarzman for detailed and useful discussions of this work.

Appendix

In evaluating5 in equation (23), we face the problem that Wick’s theorem does not hold for
theFαβ(m, τ ) operators, i.e. the average of the product of any number ofFαβ(m, τ ) operators
does not reduce to a sum of products of all possible pair averages ofFαβ(m, τ ) operators.
This average can be expressed as a more complicated product of multiphonon correlators
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8α,β(τi − τj ) ≡
〈
Fαβ(τi)Fβα(τj )

〉
:

8α,β(τi − τj ) = e−2Sαβ exp

{
1

2N

∑
q

|γqαβ |2
sinh(ωql/(2T ))

cosh

[
ωql l

(
τi − τj − 1

2T
r

)]}
(A.1)

e−Sαβ ≡ 〈Fαβ 〉 = 〈Fβα〉 = exp

{
− 1

4N

∑
q

|γqαβ |2 coth
ωql

2T

}
� 1 γqαβ ≡ (γqα − γqβ).

(A.2)

Indeed, a typical 2n-order diagram forD(q, ωn) contains a product of electron and phonon
Green’s functions and the average81,2n ≡

〈
Fαβ(τ1)Fβα(τ2) · · ·Fβα(τ2n)

〉
of 2n operators

Fαβ(τi), i = 1, 2, . . . ,2n:

81,2n = e−2nSαβ exp

{
− 1

2N

∑
q

|γqαβ |2
sinh(ωql/(2T ))

×
2n∑

i,j=1,i<j

(−1)i+j cosh

[
ωql

(
τi − τj − 1

2T

)]}

= e−2nSαβ
2n∏

i<j,i,j=1

exp

{
− 1

2N

∑
q

|γqαβ |2
sinh(ωql/(2T ))

× (−1)i+j cosh

[
ωql

(
τi − τj − 1

2T

)]}
. (A.3)

Comparing equation (A.3) and equation (A.1) for the average of the multiphonon correlator
shows that Wick’s theorem is not valid for81,2n. Equation (A.3) is the product of(2n− 1)n
correlators of the type of equation (A.1) with different signs of the time exponent. The cor-
responding factors are functions of the time differencesτi − τj , i < j , i, j = 1, 2, . . . ,2n.
Therefore, in the expression for81,2n, every timeτi is graphically connected, in the diagrams,
with all other timesτj , i < j. This qualitative difference from the corresponding expression
for Wick’s average leads to an important conclusion: if one associates8α,β(τi − τj ) with
some line in the diagrams, then all diagrams to all orders of perturbation are irreducible and
therefore Dyson’s equation is not soluble.

This problem can be resolved in the following way. In calculating the diagrams, it is
necessary to sum over all internal electronic(εn) and phononic(ωn) frequencies and over the
frequenciesνn of the multiphonon correlators8α,β(νn) (the Fourier transform of the function
8α,β(τi − τj )). The actual values of the frequencies of the electron Green’s functions lie near
a pole, i.e.|εn| > Eg/2, whereas the actual frequenciesωn of the phonon Green’s function
D(q, ωn) or actual frequenciesνn of the multiphonon correlator8α,β(νn) are considerably
lower,|ωn| 6 ωqt , |νn| ∼ ωql (this last result was obtained by using the fact that the frequency
representation for the intraband correlator,8αα(τi − τj ) ≡

〈
Fαα(τi)Fαα(τj )

〉
[50], is also

applicable to8α,β(νn)). Therefore the temperature summation in the diagrams can be carried
out for the electron and phonon Green’s functions and multiphonon correlators separately.
From equation (A.1) it is easily seen that

T
∑
νn

8αβ(νn) = 8α,β(τ )

∣∣∣
τ=0
= 1. (A.4)

Thus, after independently summing overνn,i , onlyn terms remain in the product equation (A.3).
Each of them is proportional to exp(2Sαβ) and so a total compensation for the factor
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exp(−2nSαβ) � 1 occurs in the 2nth-order diagram and the remaining factor represents
the ordinary combination of electron and phonon Green’s functions only. Carrying out this
procedure formally for all diagrams to all orders of perturbation, we come to the expressions that
can now be associated with an ordinary sequence of reducible and irreducible diagrams. Only
now can we use Dyson’s equation and evaluate the polarization operator5. The summation
over internal electronic and phononic frequencies is carried out directly in the diagrams for
the polarization operator.

The polarization operator diagrams can now be obtained in just the same way as for
conventional interband theory of (displacive-type) ferroelectrics. The only difference is that
the ordinary electronic spectrumεα(p) is replaced by the polaronic spectrum̃εα(p).
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